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Abstract

The present study used a quasi-experimental design to look for a potential test mode eff ect on English 

vocabulary quizzes for a required English communication course in a Japanese university. In this study, two 

sections of the same course took traditional paper-based vocabulary quizzes at the start of every class while 

one section took the same quizzes on their smartphones through a course shell made on the LMS Canvas. 

Scores were collected and compared from two regular vocabulary quizzes (n=93, n=102). In addition, a 

review quiz (n=102) was also administered in order to check for a possible eff ect the testing mode would 

have on recall of previously tested material.  One-way ANOVA tests found no statistically significant 

differences between any of the groups on any of the measures. The discussion highlights the need for 

practitioners to consider the potential for unintended consequences that can occur when technology is 

unevenly integrated among students within the same program.

Introduction

Technology in teaching is a two-way street that provides students with diff erent opportunities for learning 

on the one side as it transforms the teaching experience for educators on the other (Aldunate & Nussbaum, 

2013). Technology is often seen as a means to facilitate student-centered learning (Davies & West, 2014; 

McKnight et al., 2016). However, in practice, it has been found that even in teachers whose pedagogical 

beliefs align with constructivist practices, implementation has often perpetuated traditional teacher-centered 

practices (Ertmer et al., 2012; Ertmer & Ottenbreit-Leftwich, 2010) or been simply used to enhance 

instruction (Spires & Bartlett, 2012). 

But not all technology is employed for the purpose of enhancing instruction. What about the situation 

where technology has been adopted for practical reasons rather than pedagogical ones? One theme that has 

emerged as a practical reason for technology adoption is that of teachers saving time (Liu, 2011; Spotts, 

1999). This is understandable because for teachers, time is often a luxury that is in short supply. While 
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very few professional educators would argue the use of technology for technology's sake is a good thing, 

many would most likely feel that any technology that makes clerical aspects of teaching easier can't be 

bad (Straub, 2009). However, is it possible that technology integration for the benefi t of the teacher has 

some unintended consequences on the students? To be more specifi c, could a technology that is adopted to 

facilitate the distribution and grading of quizzes for a teacher of one group of students result in scores that 

are signifi cantly diff erent from those whose teachers are using paper-based versions of the same quiz? The 

necessity to investigate this question lies in the desire to ensure equality within a program where students 

enrolled in diff erent sections of the same course are evaluated based on the same measures.  

Literature Review

Cognitive Load

Cognitive Load refers to the mental energy required of the learner to complete a specifi c task. The total 

cognitive load has been sub-divided into three varieties, with intrinsic load, germane load and extraneous 

load all contributing to overall task diffi  culty (Antonenko & Niederhauser, 2010; Richey & Klein, 2014; 

Sweller et al., 1998). Intrinsic load refers to the attributes required for task completion. Germane load refers 

to characteristics the learners bring to the task from their individual experiences and the resultant cognitive 

eff ort required to complete the task. Extraneous load is the cognitive processing power that is required to 

complete the task, but not an inherent quality of the task itself (Antonenko & Niederhauser, 2010; Sweller 

et al., 1998). When a task has been designed to limit extraneous cognitive load while putting demands on 

germane cognitive load, better learning outcomes can be expected (Sweller et al., 1998). Test diffi  culty is 

a result of the interaction between the questions and what the learners know (intrinsic load and germane 

load). Teachers should endeavor to make sure that “the mode of testing does not add to the cognitive 

workload of the individual” (Noyes et al., 2004, p. 112).  Making a test fair for all students who take it 

means that any potential unrelated variables that add on to extraneous cognitive load for a group of students 

need to be mitigated. Due to its ubiquity in modern education, one possible source of extraneous cognitive 

load that has the potential to be overlooked in course design is the use of online testing, which brings with 

it diff erent challenges for test-takers than traditional paper-based tests. 

Media in Education

The media methods debate has been focused on the diff erence in learning outcomes that can potentially 

arise from using different tools for instruction.  In 1983, Clark began the debate by declaring that "the 

best current evidence is that media are mere vehicles that deliver instruction but do not infl uence student 
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achievement any more than the truck that delivers our groceries causes changes in our nutrition” (p. 

445). Kozma (1991) countered that view, arguing that media does have an impact on the construction of 

knowledge because learning does not occur as a result of the delivery of instruction, but by the students' 

interaction and collaboration with instruction and the method in which it was delivered. When changing 

the perspective from one of media used to deliver content to one of media used to evaluate student 

performance: provided the activities are the same and the cognitive load is the same, it should be expected 

that the results will be the same as well (Clark, 1994). 

In looking at the eff ect of media on learning, Hastings & Tracey (2004) add modern computers to the 

debate and claim that the features of the computer, especially once connected to the store of knowledge 

contained on the internet do make for a different kind of media that supports Kozma's view. In a 2006 

article, Oblinger & Hawkins make an argument that media does make a difference in direct relation to 

its impact on the aspects of learning, which include such components as motivation and the ability to 

interact with others. However, they declare that the ability to discern any signifi cant impact of technology 

is in direct relation to the clarity of the question asked:  With this study, the focus is related technology 

implementation for evaluation purposes as opposed to knowledge acquisition,  and the question we are 

asking is whether the testing mode (paper-based vs. online quizzes accessed with a smartphone) has the 

potential to impact scores on quizzes of foreign language vocabulary. 

Paper-based vs. Digital Assessments

For tests items with limited answer options, the automation of an online format makes the job of grading 

much easier for teachers (Čandrlić et al., 2014). Does the shift to an online format for testing also make it 

easier for students, or is there a potential to make it more diffi  cult? The literature provides no clear answer, 

perhaps because the variables involved in any test diff er from teacher to subject to class to learner making it 

diffi  cult to generalize. 

One comparison study of online versus paper-based testing found no significant difference in scores 

on a 10-item comprehension test given after reading a short passage (Noyes et al., 2004). However, the 

researchers did fi nd that there was statistically signifi cant diff erence between the two groups regarding the 

perception of eff ort required to complete the test. Noyes et al. (2004) concluded that computer-based tests 

required more eff ort, and as a result, students who fi nd the test questions to be more challenging will be 

disadvantaged if their test is computer-based.

In a comparison study of 105 students in university Computer Fundamentals course, Clariana & Wallace 

(2002) used 100 item multiple choice test. They highlighted the differences between their two testing 

formats, describing the paper-based version as having up to seven questions on a page and a separate sheet 
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for students to mark their answer choices from A to D. The online version had one question per screen 

which advanced when an answer option was selected, though students could go back to review or change 

answers. Upon comparing the results of the two groups, they found that the experimental group using 

computers had statistically signifi cant higher mean scores. However, through further analysis using diff erent 

surveys, they ruled out “computer familiarity, gender, and competitiveness” (p. 598) as explanations, and 

concluded that the variable most responsible for the diff erence in scores was content familiarity. 

Čandrlić et al. (2014) conducted a study between online and paper-based tests, initiated in part to 

assess the viability of online testing for providing an easier way for teachers to grade. They compared 

the results of more than 1,200 paper-based and online tests of students from three diff erent majors within 

the University of Rijeka's Department of Informatics.  For this study, the tests were not always identical 

instruments, with paper-based tests having more essay-type questions. There were no statistical diff erences 

within two of the majors, but in the third, one group did outperform their paper-based counterparts. In that 

case, the online tests included only items which could be objectively graded, e.g., true/false and multiple-

choice questions while the paper-based version included short answers and essays. The diff erence in scores 

was attributed to the diff erence in test instruments, in which the online version was deemed easier because 

the items could “be answered even with lower levels of knowledge and based on recognition” (Čandrlić et 

al., 2014, p. 661). As a result, they recommended that in order for a test to allow for a true demonstration 

of learning, online tests should include about 30% of essay-type questions that would need to be graded 

subjectively, arguing that “this ratio does not represent great time workload for the teacher” (p. 662). They 

also found that their students preferred keyboards over pencils when testing. 

A study conducted with 251 students in a university Spanish class also found no statistically signifi cant 

diff erences between those who took quizzes online and those who took the paper-based quizzes (Vanpatten 

et al., 2015). A total of three quizzes were analyzed using two methods: one with test mode being the 

independent variable and the scores being the dependent variable and another which used the sections as 

the independent variable and the three quizzes combined mean scores as the dependent variable. For this 

study, the researchers stressed that “the quizzes taken online and the quizzes taken in class were identical” 

(p. 663), so any diff erences would be the result of the mode used for testing. They also note that the quizzes 

were composed of primarily multiple choice and true/false questions which allowed them “to be easily 

graded by instructors” (p. 663). 

Testing Eff ect and the Testing Media

While testing is most often used as an instrument for students to demonstrate their learning at a specifi c 

point in time, tests have also been shown to help learners retain material for future recall due to the so-
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called testing effect (McDaniel et al., 2007). In research on input modes, Mangen, Anda, Oxborough, 

& Brønnick (2015) found that when it came to the remembrance of vocabulary items, “there may be 

certain cognitive benefi ts to handwriting which may not be fully retained in keyboard writing (p. 239),” 

and explained these potential benefi ts as the result of the cognitive/muscular control diff erences between 

handwriting and using a keyboard. A decade earlier, Longcamp, Boucard, Gilhodes, & Velay (2006) had 

the same results and explained the potential diff erence as due to handwriting requiring the visualization and 

recreation of the shape of a character where using a keyboard simply requires knowing the location of the 

proper key to push. 

Theoretical Framework

The theoretical framework guiding the fi rst part of this research is the test mode eff ect. The test mode 

effect refers to the differences in results found between identical tests when one is paper-based and the 

other is computer-based (Clariana & Wallace, 2002; Noyes et al., 2004). When it comes to testing, the 

extraneous load on students is potentially diff erent when one assessment is paper-based and the other is 

digital. With digital tests, some variance in testing scores could be due to the fact that some students will be 

more familiar with computers than others, a condition that students are aware of and perceive of as unfair 

(Dashtestani, 2015). 

Aside from familiarity with computers, the presentation of these two modes of testing is different. 

Considering identical tests between digital and paper-based media, Clariana and Wallace (2002) felt that 

potential diff erences in fonts, font sizes, screen brightness and diff erences in resolution might be factors in 

any test-mode eff ect. They also mentioned that diff erences of dimensions between a sheet of paper and the 

display of the computer screen could aff ect student perceptions of test diffi  culty. On mobile devices, the 

relatively small size of the screen and of the keyboard have been cited as limitations when using mobile 

technology (Dukic et al., 2015; Gitsaki & Robby, 2014). However, those qualities refer to the presentation 

of the test and not the actions required to complete it.

A dissection of the tasks required to complete paper-based/digital assessments illustrates the diff erences 

of extraneous load between these two modes of testing. On a paper-based assessment, assuming standard 

font sizes and quality of print, students must simply start at the top of the page, read the items and answer 

them with pens or pencils while they move down the page until finished. As the method of taking this 

paper-based test has been automated through years of formal schooling, the only difficulty or potential 

stressor with such an assessment is the diffi  culty of the questions (the intrinsic cognitive load), a broken 

pencil tip, or a lack of time. With a digital assessment, assuming the use of an LMS on a smartphone, 
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students must have a charged device, make sure they have a stable internet connection, then open a browser 

window, access the correct URL, log in with the correct ID and password, access the assessment page, click 

to start, decide on the proper display adjustments for optimal viewing, scroll through the page, click into the 

answer fi eld, input text with a digital keyboard, click out of the answer fi eld, and repeat scrolling, clicking, 

using a digital keyboard, and fi nally submitting when done, all before the quiz times out. The potential 

for losing time because of a hiccup in the process they must complete before even accessing the quiz can 

become an added stressor, and the possibility of not seeing a question is also higher on a digital assessment 

because if all of the question items are on one digital page, it becomes much easier to scroll over an item 

on a smartphone screen than it would be to miss one on a sheet of paper. Furthermore, a student never 

has to restart a test because the page of paper suddenly “crashes,” something which can happen when the 

assessment is online.

This study looked at two potential aspects of the test mode eff ect. The fi rst part examines if scores on 

vocabulary quizzes are impacted by the media in which they are administered.  The second part of this 

research examines if testing modes aff ect future recall. Regarding the test mode eff ect, the range of results 

shown in the literature highlight the need to look for a potential eff ect when technology is integrated into a 

specifi c context. 

Research Questions:

The focus of this research is to fi nd out if there were signifi cant diff erences between one class of students 

who were given digital quizzes which they took using their mobile devices and other classes of students 

who took the same quizzes using analog technology. Specifi cally, the research questions posed in this study 

were:

    1)  Does student use of mobile devices when taking vocabulary quizzes account for an advantage/

disadvantage over students who are taking paper-based versions of the same quizzes?

    2)  Does student use of mobile devices for taking vocabulary quizzes negatively impact their retention of 

previously tested items?

Methodology

Participants and context

The participants were 102 second-year students enrolled in three sections of a required English 

communication course at a private Japanese university in the spring of 2018. Students were placed in each 
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section based on the results of Test of English for International Communication (TOEIC®) given at the 

end of their fi rst year of university study (January 2018). Each section was composed of roughly 25% of 

students from each of the four quartiles of TOEIC® results for that cohort of students. Expectations were 

that each section of the course would then be equally mixed in terms of the overall English abilities of 

the students, resulting in no discernable difference in overall ability between course sections. This was 

in contrast to previous years where sections were based solely on TOEIC® scores, making each section 

noticeably diff erent from another in terms of English/academic ability at the beginning of the term. 

These face-to-face classes met for 90 minutes twice a week over a 15-week semester. Ten percent 

of students'final grades were based on vocabulary quizzes. While this vocabulary was not specifically/

explicitly taught during class, students were provided with a vocabulary book composed of common words/

phrases that appear in the TOEIC®. Each double page spread of this vocabulary book was made up of 10 

new vocabulary words appearing in short phrases along with their infl ected endings, Japanese translations 

of the phrase/sentence, pronunciation of the item in a phonetic alphabet and an explanation of the word and 

its usage in Japanese. Students were given a schedule and expected to learn 40 vocabulary words a week: 

20 by the fi rst class (Mondays) and another 20 by the second class of the week (Thursdays). The quiz for 

each class meeting used a random sampling of 10 of the 20 new vocabulary words students were supposed 

to have learned for that day. The fi rst 10 minutes of each class were set aside for these quizzes. 

Materials

The format of the usual vocabulary quizzes exactly matched the formatting and presentation from the 

vocabulary book: the phrase with the first letter of the target word followed by a blank. The Japanese 

translation was also included. Infl ected endings for the words, if included in the example used in the book, 

were also included in the quizzes. Each quiz had 10 items and was worth 10 points. Answers were worth 1 

point with no partial credit given.

Items used on the review quiz were taken from the 50 words that had been used in the first five 

vocabulary quizzes and three question types were used. Section 1 (10 items) was a random selection of 2 

words from each of the fi rst fi ve quizzes. No changes were made to these items. Section 2 was composed 

of one word (5 items) from each the first five quizzes, but in this section, the Japanese translation was 

removed. The third and fi nal section of the review quiz had 6 fi ll-in-the-blank sentences (6 items) using 

vocabulary from the fi rst fi ve quizzes. Each sentence was crafted to provide meaningful context for the 

target word. So, while sections one and two could be answered from memory, section three required a 

display of deeper understanding of the meaning. No Japanese translation was provided for this section. This 

quiz had a maximum possible score of 21 points, with no partial points given. The grade for this review 
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quiz was not counted as part of students' grades for this course and was intended to see if test mode had an 

eff ect on retention of previously tested items.

For the regular quizzes and all of the sections of the review quiz, the first letter of the intended 

vocabulary word was provided.  Quiz 6 and the Review Quiz are shown in the Appendices.

Procedure

This was a quasi-experimental design because the experimental group and control groups were not 

assigned randomly (Creswell, 2014). Three sections of this required English communication course were 

given vocabulary quizzes at the start of every class (twice a week). The two control groups (Paper1 and 

Paper2) took their quizzes on printed handouts. The experimental group (Canvas1) took their quizzes 

with their personal smartphones. For the experimental group, the quizzes were hosted in a course shell 

within the LMS Canvas that the instructor had set up with a private account. Students were not using the 

mobile Canvas app, so had to log in through a web browser by accessing the proper URL. Quizzes were 

distributed/accessible at the start of class, and students had to fi nish within the fi rst 10 minutes of class 

time. 

In this study, scores from Quiz 6 (3rd week of semester) and Quiz 22 (13th week of the semester) were 

collected. The review quiz was given at the start of week four. All students took a paper-based version of 

the review quiz to eliminate any diff erences due to test mode. Once collected, the scores were analyzed 

using the JASP statistical software package (version 0.14.1) for Apple computers. In addition to descriptive 

statistics, one-way ANOVA tests were conducted to see if there were any signifi cant statistical diff erences 

between the groups. For the review quiz, analyses were conducted for each quiz section in addition to the 

fi nal score.  

Results

Quiz 6 (n=93)

Results from vocabulary Quiz 6 can be seen in Table 1. Scores were compared among three sections of 

the Communication class (n=93). The quiz was made up of items taken from the vocabulary sequenced 101 

to 120 in the associated vocabulary book. For this 10-item quiz, there were a total of 10 points possible. Of 

the three groups, the smartphone group (n=29) had the lowest mean score of 8.52. The other two sections 

which completed the paper-based quiz had means of 9.30 (n=30) and 9.06 (n=34) respectively. A one-way 

ANOVA found no signifi cant diff erences between the 3 sections: F(2, 90) = 1.88, p = .159.  
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Table 1  Descriptive statistics for Quiz 6 Results (n=93)

Group Min. Score Max. Score Mean SD

Paper_1 (n=30) 6.00 10.00 9.30 1.09

Paper_2 (n=34) 5.00 10.00 9.06 1.35

Smartphone (n=29) 1.00 10.00 8.52 2.18

Quiz 22 (n=102)

Results from vocabulary Quiz 22 can be seen in Table 2. Scores were compared among three sections of 

the Communication class (n=102). The quiz was made up of items taken from the vocabulary sequenced 

421 to 440 in the associated vocabulary book. This quiz was also worth 10 points. As with Quiz 6, the 

smartphone group (n=32) had the lowest mean score (7.47). The other two groups which completed the 

paper-based quiz had means of 7.75 (n=36) and 7.59 (n=34) respectively. As with the earlier quiz, there 

were no statistically signifi cant diff erences between the three groups. The results of a one-way ANOVA 

were F(2, 99) = 0.84, p = .920. 

Table 2  Descriptive statistics for Quiz 22 Results (n=102)

Group Min. Score Max. Score Mean Std. Dev

Paper_1 (n=36) 1.00 10.00 7.75 2.25

Paper_2 (n=34) 1.00 10.00 7.59 2.94

Smartphone (n=32) 0.00 10.00 7.47 3.32

Review Quiz

Section 1 of the review quiz was worth 10 points, Section 2 was worth fi ve points, and Section 3 was 

worth six points, making for a total of 21 possible points. As the review quiz had three diff erent question 

types, two of which students had not previously experienced, an ANOVA was conducted for each section of 

the quiz as well as one to compare the fi nal scores. There were no signifi cant diff erences found between the 

groups in the fi nal score or in when looking at each section in isolation: 

• Section 1: F(2, 99) = .589, p. = .557

• Section 2: F(2, 99) = 1.902, p. = .155

• Section 3: F(2, 99) = 1.378, p. = .257

• Total Score: F(2, 99) = 1.480, p. = .233

Means (standard deviations) from Sections 1 through 3 in addition to the total score of the Review Quiz 

are shown in Table 3.
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Table 3  Mean scores (SD) for  Review Quiz (n = 102) 

Group Section 1 Section 2 Section 3 Total Score

Paper 1 (n=29) 7.10 (2.30) 1.03 (0.91) 3.79 (1.68) 11.93 (4.10)

Paper_2 (n=37) 6.51 (2.73) 0.68 (0.88) 3.16 (1.79) 10.35 (4.44)

Smartphone (n=36) 6.44 (2.79) 0.64 (0.87) 3.14 (1.80) 10.22 (4.48)

Discussion 

Regarding RQ1, the scores of the experimental group displayed no apparent advantage or disadvantage 

due to their use of smartphones to take their vocabulary quizzes on the LMS Canvas. Though this group 

had the lowest mean score in both of the quizzes, the differences between groups was not statistically 

signifi cant. This lack of test mode eff ect has been seen in other studies (Čandrlić et al., 2014; Noyes et al., 

2004; Vanpatten et al., 2015).

As for RQ2, though the experimental group had the lowest mean scores in every category, again, the 

diff erences were not statistically signifi cant. It appears that if there was a testing eff ect, the test mode did 

not have enough of an impact to differentiate the experimental and control groups. These results are in 

contrast to other studies in foreign language vocabulary testing which found that students who had written 

their previous answers had performed better than those who took digital tests (Longcamp et al., 2006; 

McDaniel et al., 2007). 

Regarding the diff erent sections of the review quiz, Section 1 was the standard format of the regular 

quizzes and could be answered with the help of the included Japanese translation. Section 2 was added as 

an attempt to diff erentiate between working from the supplied Japanese or memorizing the English phrases 

from the vocabulary textbook. Due to the many possibilities that could fill any of those phrase blanks, 

students could only be expected to answer correctly if they had memorized the English phrase. As example, 

item 14 was “review a (p_____ )” . The phrase in the textbook used “proposal” , but without the Japanese 

translation to indicate what word fi lled the blank, many other words were possible: plan, paragraph, page, 

picture, etc. Answers that did not match the word used in the example phrase were not counted as correct. 

Section 3 was designed to better check if students had learned the vocabulary words and had not just 

memorized them. The quiz design seemed to function as intended with a relatively high eff ect size between 

sections 1 and 3 (r=.594, p. <.001) and a relatively low effect size between sections 2 and 3 (r=.226, 

p.=.023) which, as an aside to this study, indicated that students were learning the vocabulary and not just 

memorizing it.  
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Implications

While this paper looked at testing mode as it related to cognitive load, another factor that should be 

considered is student perception (Dashtestani, 2015). During the time frame that this study took place, 

several students in the control groups expressed concerns to their teachers that the experimental group had 

an advantage on the vocabulary quizzes. They felt that due to predictive text and automatic spell checks 

that are common with modern smartphones, students who used smartphones would automatically perform 

better. This seemed like a valid concern, however, when doing post-quiz checks of the experimental group, 

regular misspellings were often found, indicating that spellcheck and autocorrect were not factors in student 

answers. That said, prior to the administration of Quiz 6, it was decided that if it became apparent that one 

group of students was being disadvantaged due to these diff erent testing modes, the study would end, and 

the experimental and control groups would begin receiving quizzes in the same formats. 

Another concern with shifting to online testing is consideration of the ease with which students are able 

to cheat. Using computers or mobile devices, students have the capability to easily jump back and forth 

between the testing page and “cheat sheets” without the teacher noticing unusual behavior. The prevalence 

of cheating in online assessments has been reported in the literature (Sullivan, 2016) and an explanation for 

this lack of academic integrity was off ered by Davies and West (2014), who reported that undergraduate 

students found it easier to cheat when online and that they might have a different perception of what 

constitutes cheating due to their experience with online sharing and collaboration. 

In fact, with the experimental group in this study, cheating was found to be a problem in the fi rst two 

administrations of the Canvas quiz. While unknown prior to the implementation of these quizzes, the LMS 

that was used, Canvas, keeps a log of when/how long students leave the quiz page for another. When evidence 

indicating cheating was found after the fi rst quiz, scores were changed to zeros and students were warned. 

In the second quiz, a few more students cheated and were also given zeros. After the changed grades and a 

second classroom discussion on academic integrity, there were no incidents of cheating on the remaining 

quizzes. In their program, Vanpatten et al. (2015) addressed the concern about cheating by reframing the 

way the quizzes were viewed. Instead of having students think of them as high stakes “quizzes,” they were 

instead labeled as end-of-unit review activities.

Limitations

The main limitation of this study is the lack of generalizability due to nature of the quizzes and the 
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specificity of the context within which they were given. While it could be expected that some digital 

competencies are required to take a quiz online, with these quizzes, students had 10 minutes to input 10 

vocabulary words. Under such conditions, the quizzes were a matter of recall and simple input and as 

indicated by the statistical analyses, there was no test mode eff ect in evidence. However, had the questions 

been longer and more intricate or had the answers required short essays, the use of smartphones vs. paper-

based testing modes might have made a difference because transferring thoughts to text with digital 

keyboards on smartphone screens requires a different set of skills than putting pen to paper. Another 

limitation was with the design of the review quiz. Because each section had a diff erent number of items, it 

is possible that the analyses comparing them were not as robust as they would have been had all sections 

had an equal number of items.  

Conclusion

The impetus of this study was to see if there were any observable diff erences regarding student scores on 

twice-weekly vocabulary quizzes that could be attributed to testing mode. It arose as a natural artifact when 

one teacher, for reasons of effi  ciency, began incorporating online quizzes with one section of a required 

course when teachers of other sections were using paper-based quizzes. While no eff ect was observed, the 

quizzes themselves were extremely basic with seemingly very low cognitive load. If the quizzes had been 

more intrinsically taxing, it is possible the results would have been diff erent. It should be kept in mind 

that other studies have shown that testing mode can have an impact on student results or on perceptions of 

diffi  culty and fairness (Čandrlić et al., 2014; Clariana & Wallace, 2002; Noyes et al., 2004). Even if it was 

not the case in this study, it is possible that diff erent types of tests would expose statistically signifi cant 

diff erences depending on the testing mode. 

In practice, when integrating technology, especially for testing purposes, student familiarity with the 

technology and the potential for an overabundance of extraneous cognitive load needs to be taken into 

account. Even when all else is equal, a timed evaluation using a digital assessment might result in scores 

that are at least in part the result of students' ability to input text relatively quickly and accurately. 

As the variables of measures used in student evaluation are tethered to the local context, researchers 

and practitioners should keep in mind the potential for the test mode to have some eff ect, either positive 

or negative, and as a result obscure the primary reason for the test: evaluating learning outcomes. This 

potential interference highlights the need to test for the test mode effect, especially in a coordinated 

program where, in order to ensure fairness, all students should be evaluated with the measures. 
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Appendix A 

Vocabulary Quiz 6
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Appendix B

Review Quiz


